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Neural Correlates of Predictive and Postdictive Switching
Mechanisms for Internal Models
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!Advanced Telecommunications Research Institute International, Computational Neuroscience Laboratories, and ?National Institute of Information and
Communications Technology, Kyoto 619-0288, Japan

Switching of sensorimotor tasks may be classified into predictive switching based on contextual information and postdictive switching
based on the error between sensorimotor feedback and predictions. We used functional neuroimaging to study the brain regions involved
in each type of switching of internal models for visuomotor rotations (clockwise and counterclockwise rotations of visual feedback). The
color of a cue presented before movement initiation corresponded to direction of rotation of the feedback in an instructed condition, but
not in a noninstructed condition. Switching-related activity was identified as activity that transiently increased after the direction of
rotation was changed. The switching-related activity in cue periods in the instructed condition, when a predictive switch is possible, was
observed in the superior parietal lobule (SPL). However, the switching-related activity in feedback periods in the noninstructed condi-
tion, when prediction error is crucial for the postdictive switch, was observed in the inferior parietal lobule (IPL) and prefrontal cortex.
The functional influence of the SPL on the lateral cerebellum, namely, a possible neural correlate for internal models, increased in the
instructed condition, but the influence of the IPL on the cerebellum was increased in the noninstructed condition. We observed a rapid
activity increase in the instructed condition and a gradual activity increase in the noninstructed condition mainly in the lateral occipito-
temporal cortices (LOTC) and supplementary motor cortex (SMA). These results are consistent with separate mechanisms for predictive
and postdictive switches and suggest that the LOTC and SMA receive output signals from appropriate internal models.
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Introduction

Skilled manipulation of objects, including our own bodies, relies
on the brain learning to control the object and predict the conse-
quences of this control. Neural mechanisms that mimic the in-
put—output properties of objects support prediction and control;
these are termed internal models (Kawato et al., 1987; Wolpert et
al., 1995). Considerable evidence from behavioral, neurophysio-
logical, and functional imaging studies indicates that the CNS
maintains a number of internal models for different objects and
environments in a modular manner (Ghahramani and Wolpert,
1997; Flanagan et al., 1999; Krakauer et al., 1999; Gribble and
Scott, 2002; Imamizu et al., 2003; Yamamoto et al., 2007). Behav-
ioral studies have shown that humans can switch internal models
based on contextual information. For example, an auditory tone
cue can induce context-dependent adaptation to prismatic dis-
placement (Kravitz and Yaffe, 1972). Contextual cues, such as
color, can contribute to simultaneous learning and switching be-
tween internal models representing different dynamic environ-
ments (Wada et al., 2003; Osu et al., 2004). However, little is
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known about the neural mechanisms underlying internal model
switching.

Recent studies have indicated that humans optimally deter-
mine their behaviors by combining predictions about environ-
ments based on previous knowledge with evidence from sensory
feedback in a manner consistent with a Bayesian process (for
review, see Kording and Wolpert, 2006). Empirically, two types
of information are crucial for the switching of internal models.
For example, when we lift an object, both contextual informa-
tion, such as color or shape of the objects that can be perceived
before movement execution, and error in the prediction of sen-
sorimotor feedbacks that can be obtained during or after execu-
tion, contribute to the switching. Here, the error is a continuous
value reflecting the difference between predicted and actual feed-
back (prediction error), which can be used to compute likelihood
in a Bayesian process. A computational model for switching in-
ternal models, called the modular selection and identification for
control (MOSAIC) (Wolpert and Kawato, 1998; Haruno et al.,
2001) model, has proposed two separate switching architectures
for each type of information.

In our previous behavioral study (Imamizu et al., 2007b), sub-
jects learned to move their index fingers to targets while visual
feedback of the finger movements was rotated clockwise (CW) or
counterclockwise (CCW) by 40° around the initial position.
When subjects adapted to alternating blocks of opposing rota-
tions, we investigated the effects of contextual information about
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forthcoming direction of the rotations on subjects’ perfor-
mances. Consequently, the contextual information selectively
improved predictive switching performance, but did not affect
switching performance based on prediction errors, suggesting the
existence of two functionally independent mechanisms: a predic-
tive mechanism based on contextual information and a postdic-
tive mechanism based on prediction error.

In the current study, using functional magnetic resonance
imaging (fMRI), we examined whether these two mechanisms
are based on separate neural substrates. After training for the 40°
CW and CCW rotations, activity was measured while the direc-
tion of rotation was alternately changed. Subjects could predic-
tively switch their behaviors based on previous contextual infor-
mation in an instructed condition, but could not do so and relied
on prediction errors in a noninstructed condition. We compared
switching-related activity in the instructed condition to that in
the noninstructed condition. Furthermore, using functional con-
nectivity analysis, we investigated how information obtained by
each mechanism is combined in the brain.

Materials and Methods

Experimental design

Experiments were designed so as to dissociate brain activity related to
predictive switching based on contextual information from activity re-
lated to postdictive switching based on prediction error as follows.

Subjects moved their index fingers from the center start zone toward a
target and back to the start zone (out-and-back pointing movement) in
each trial while lying in the supine position (Fig. 1 A). Subjects’ forearms
were fixed on a platform, and movements of the wrist and the metacar-
pophalangeal joint of the right index finger were allowed. Surgical tape
fixed the distal and proximal interphalangeal joints of the finger. A
marker of a position recording system (OPTOTRAK; Northern Digital)
was attached to the right index fingertip. A cursor, targets, and the start
zone were projected onto a screen, which was viewed by the subjects
through a mirror. The cursor, corresponding to the position of the index
finger tip, was always visible on the screen, and its position was deter-
mined by the marker position, which was projected onto a plane parallel
to the screen (x—y plane). A target set consisted of eight radially arrayed
circles, separated in direction by 45°, placed on a circle with a radius of 5
cm on the screen (Fig. 1B, left panel), requiring a 10 cm movement of the
marker for subjects to point at the targets. Only one of these targets
appeared in each trial. The subjects were asked to start movements im-
mediately after the target appeared, and to move in a fast and smooth
motion without trajectory correction.

The cursor position was rotated 40° CW or CCW around the center of
the screen as illustrated in Figure 1C. That is, when subjects moved their
fingers, for example, in the directions indicated by the black arrows, the
cursor on the screen moved in the directions indicated by the white
arrows, depending on the direction of rotation. After intensive training
with both CW and CCW rotations, brain activity was measured while the
direction of rotation was alternately changed with pseudorandom tim-
ing. Subjects could predictively switch their behaviors under an in-
structed condition, in which the color of a cue as previous contextual
information presented before the initiation of movement corresponded
to the direction of rotation. However, under a noninstructed condition,
in which the color did not correspond to the direction of rotation, sub-
jects relied on prediction errors calculated from sensorimotor feedback.

Many previous studies have investigated the neural mechanisms in-
volved when subjects switched from one arbitrary stimulus-response
relationship (stimulus—response mapping) to another according to con-
textual information (Dove et al., 2000; Kimberg et al., 2000; Crone et al.,
2006) (for review, see Murray et al., 2000; Passingham et al., 2000). For
example, when the color of a contextual cue was green, subjects pressed a
left key if a “+” sign was presented on a screen or a right key ifa “—” sign
was presented. However, when the color was red, the relationship be-
tween the sign and the key was reversed (Dove et al., 2000). This para-
digm is different from that in the current study, because the task mainly
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Figure 1. A, Posture of subjects during experiments both outside and inside the magnetic
resonance (MR) scanner (scanner is not drawn in the figure). B, Positions of the start circle and
targets (T1-T8) on the screen (left panel) and in the hand space (right panel) under 40° clock-
wise visuomotor rotation. “E” indicates the angular error of a pointing movement. (, Relation-
ship between the direction of finger movements (black arrows) and cursor movements (white
arrows) under 40° CW (left panel) and 40° CCW (right panel) rotations. The numbers indicate
correspondence between black and white arrows.

involves predictive switching of subjects’ responses based on contextual
information. Furthermore, switching is unlikely to be based on contin-
uous prediction error between predicted and actual sensorimotor feed-
back, because subjects’ responses are simple and stereotyped (namely,
hand movement in the left or right direction). In contrast, the current
experimental design included a noninstructed condition, in which pre-
dictive switching was not possible. Error in prediction of sensorimotor
feedback is a continuous value in the above pointing movements, be-
cause the cursor can continuously move in any direction within the
two-dimensional screen space and is not restricted in the two directions.

In our previous study (Imamizu et al., 2004) investigating regional
differences between switching-related activity and internal-model-
related activity, subjects manipulated three types of computer mouse
with different input—output properties. Assuming that switching-related
activity transiently increases after a change in mouse type, and that
internal-model-related activity shows sustained activity specific to each
mouse type, we investigated the temporal profiles of activity in various
brain regions. Consequently, we identified switching-related activity
mainly in the cerebellum, parietal regions, and Brodmann’s area (BA) 46.
However, the experimental design did not allow us to distinguish activity
related to predictive switching from that related to postdictive switching
for the following reasons. While subjects tracked a target continuously
moving at high speed on a screen, the mouse type was changed, and,
simultaneously, cognitive cues (change of cursor color and letters indi-
cating the mouse type) were presented. In this way, subjects simulta-
neously obtained cognitive cues for predictive switching and sensorimo-
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clockwise condition. Similarly, when you move
the finger straight up, the cursor will move in an
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Figure 2. A, Timeline in each trial of a switching session. Regions enclosed by green broken lines are magnified in B. B,

Examples of cursor trajectories (top panels, white dots) and marker trajectories (bottom panels, black dots) from test (left),
error-equalized baseline (middle), and error-zeroed baseline (right) trials. The dots indicate the positions of the cursor or the

marker every 3 ms. The arrows near the trajectories indicate moving direction.

tor feedback for postdictive switching; thus, cue-related activity
temporally overlapped feedback-related activity. The current study used
discrete pointing movements and event-related fMRI to separate activity
related to presentation of the cognitive cue from that related to sensori-
motor feedback.

Subjects

Fourteen subjects (10 males and four females; 19—44 years of age) par-
ticipated in this study. All participants were right-handed according to
the Edinburgh Inventory (Oldfield, 1971). A signed informed consent
form, approved by the institutional ethics committee, was obtained from
each participant.

Familiarization session outside the magnetic resonance scanner
Subjects conducted a familiarization session without the visuomotor ro-
tations to become accustomed to pointing while lying in the supine po-
sition. The eight targets were presented randomly in each cycle of eight
trials. One session consisted of 15 cycles (120 trials) and lasted 9 min.

Training sessions outside the scanner

Several days after the familiarization session, subjects were intensively
trained to perform pointing movements with 40° CW and CCW rotation
conditions. The targets and numbers of trials in each training session
were the same as in the familiarization session. Subjects underwent 10
sessions with a 3 min break between each session. The direction of rota-
tion changed alternately every session, and the order of rotations was
counterbalanced between subjects. Before the onset of the first session,
subjects were given the following instruction about the rotations while
being shown Figure 1C: “The cursor position will be rotated 40° CW or
CCW around the center of the screen. Thus, when you move your finger
straight right, the cursor will move in a lower-right direction under the
clockwise condition, but in an upper-right direction under the counter-

Error-zeroed and replayed

Time - N .
upper-right direction under the clockwise con-
.'l'—> dition, but in an upper-left direction under the
Cue onset counterclockwise condition, etc.” During the

break, subjects were informed of the rotation
direction in the subsequent session.

in the next trial

Switching sessions in the scanner
A session consisted of 72 trials and lasted ~20
min. A total of 12 sessions were conducted on 4
{5 or 5 separate days within a 2 week period. On
each day, subjects underwent two or three ses-
sions without getting out of the scanner. Sub-
jects were repositioned in the scanner at the be-
ginning of the first session of each day. A bite
bar molded for each subject was attached to a
fixed position of the head coil so that the sub-
jects” heads were placed at the same position
relative to the coil across different days. We
carefully adjusted the slice positions of func-
tional images so that the positions did not
change across different days.

Each trial began with the presentation of a
colored cue circle (diameter, 1.0 cm) at the
screen center (Fig. 2A). A white start circle re-
placed the cue circle after a random delay of
5-10 s, defined as the cue period. Simulta-
neously, a target appeared in the peripheral area
of the screen, and the cursor appeared at the
center of the start circle. Subjects were in-
structed to move the cursor to the target imme-
diately on its appearance, and back to the start
circle as soon as possible (within 1 s), and then
to maintain the cursor in the start circle. The
cue circle for the next trial replaced the start
circle after a random delay of 7-12 s from the
target appearance, defined as an execution/
feedback period. The time intervals (5-10 or
7—-12 s) were inserted between the events because we used event-related
fMRI to distinguish activity related to the cue and activity related to the
execution/feedback. The cursor was always visible in the execution/feed-
back periods; thus, there was no time interval between execution and
feedback, because such an interval might degrade subjects’ performance
and learning (Kitazawa et al., 1995). Therefore, instead of separating
feedback-related activity of interest from execution/feedback-related ac-
tivity using an event-related design, we measured execution-related ac-
tivity during baseline periods and subtracted this activity from
execution/feedback-related activity during the test periods (see below).

Within each session, a block was defined as a set of 18 trials. The
direction of rotation did not change within a block, and whether or not it
changed between successive blocks was randomly determined. Each
block consisted of the following: (1) a test period; (2) an error-equalized
baseline period; and (3) an error-zeroed baseline period in this order.
Each period consisted of six trials, and six targets that were randomly
selected from the eight possible targets (Fig. 1B) appeared in the se-
quence. The order of the six targets did not change across periods within
a block; that is, the identical target appeared in the n, (n + 6), and (n +
12)th trials. Sets of six targets were counterbalanced across blocks and
sessions so that each target appeared an equal number of times over all
sessions.

In a test period (Fig. 2B, left panel), subjects conducted pointing
movements under 40° CW or CCW rotation conditions, and cursor tra-
jectories were recorded in a computer memory. In the error-equalized
baseline period (middle panel), the cursor moved toward a target accord-
ing to the trajectory recorded in the preceding test period; that is, the
cursor movement in the (7 — 6)th trial was replayed on the screen during
the execution/feedback period. Subjects were instructed to assume that
the direction of rotation would be the same as that in the preceding test
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period, and to compensate for the rotation so as to move the cursor
toward the target. The purpose of the error-equalized periods was to
measure baseline activity related to visual stimuli (for example, target
and motion of the cursor), movement execution, and visual feedback of
performance error. In the error-zeroed baseline period (right panel), the
task for subjects was the same as that in the error-equalized period.
However, the cursor moved according to the recorded trajectory that was
rotated around the center of the screen beforehand so that the cursor
always moved to a target; that is, the pointing error is constantly zero. The
purpose of the error-zeroed period was to measure baseline activity re-
lated to the visual stimuli and movement execution. Before the beginning
of the experiment, subjects were informed of the above mechanisms of
cursor movements in the error-equalized and the error-zeroed baseline
periods.

The error-equalized baseline period, which occurred immediately af-
ter the test period, is more important than the error-zeroed baseline
period for the following reasons. To identify switching-related brain re-
gions, we looked for brain activity that increased immediately after alter-
ation of rotation direction and decreased as the number of trials in-
creased in the test periods (see below, Imaging data analysis). However,
performance error is also supposed to increase after the alteration of
rotation direction. It is known that this error evokes strong activity in
large regions in the cerebral cortices and cerebellum (Imamizu et al.,
2000; Diedrichsen et al., 2005). Thus, we measured baseline activity
evoked by errors in the error-equalized period when switching was not
needed and subtracted this activity from activity in the test period.

There were two conditions in the test period according to the existence
of correspondence between the cue color and the direction of rotation. In
the instructed condition, the color was red or blue when the rotation was
40° CW or CCW, respectively. Thus, subjects could know the direction of
rotation in a cue period. However, in the noninstructed condition, the
color was purple regardless of the rotation direction. In both conditions,
the color was orange in the error-equalized baseline period and cyan in
the error-zeroed baseline period.

Magnetic resonance imaging acquisition

A 1.5 T scanner (Shimadzu-Mariconi) was used to obtain blood oxygen
level-dependent (BOLD) contrast functional images. Images weighted
with the apparent transverse relaxation time were obtained with an
echoplanar imaging sequence (repetition time, 3.5 s; echo time, 50 ms;
flip angle, 90°). The whole brain was covered in 35 axial slices (3 mm
thickness; 1 mm gap), each of which was acquired as a 64 X 64 matrix
(field of view, 192 mm), with a voxel size of 3 X 3 X 4 mm. Three
hundred fifty-four volumes were acquired in each session. T1-weighted
structural images were acquired with 1 X 1 X 1 mm resolution with a
gradient echo sequence.

Behavioral data analysis

To gauge performance accuracy, we measured the angular error of the
movement (Fig. 1B, right panel, “E”). The error was computed in the
hand space as the absolute value of angle between the vector from
the start circle to the target and the vector from the start circle to the
marker position at the moment of first maximal velocity. We also inves-
tigated spatiotemporal data to examine whether subjects’ performances
differed among the above three periods. Movement initiation was de-
fined as the first time when the tangential velocity of the marker crossed
5% of the maximum velocity of each trial. Movement termination was
the last time the velocity fell <5% of the maximum. We computed reac-
tion time (interval between the target onset and the movement initia-
tion), movement time (interval between the movement initiation and the
termination), and the marker path length from movement initiation to
its termination.

Imaging data analysis

Functional imaging data were analyzed using SPM2 (Wellcome Depart-
ment of Cognitive Neurology, London, UK; http://www.fil.ion.
ucl.ac.uk/spm). We discarded the first four volumes of images in each
session to allow for T1 equilibration. For preprocessing, data were tem-
porally realigned to correct for the sequence of slice acquisition and then
spatially aligned to the first volume with a six-parameter rigid-body
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transformation. The data were spatially normalized to the Montreal Neu-
rological Institute (MNI) (Montreal, Quebec, Canada) reference brain
and resliced to a 2 mm isotropic voxel size. Data were smoothed spatially
with a Gaussian kernel with 12 mm full-width at half-maximum. Because
we were interested in differences in activity in global brain regions rather
than local ones between predictive and postdictive mechanisms, a rela-
tively large size filter was applied to ameliorate differences in intersubject
localization. Data were high-pass filtered with a cutoff frequency of 1/128
s to remove slowly varying trends.

To check the displacement of subjects’ heads that might be caused by
repositioning of subjects in the scanner at the beginning of each day after
the second day (see above, Switching sessions in the scanner), we inves-
tigated the six-parameter values for spatial alignment of the first volume
of images from each day with the first volume from the first day. Mean
absolute values across days and subjects for translation (x, y, and z) and
rotation (pitch, roll, and yaw) were 1.15 (SD, 0.90) mm, 1.30 (0.96) mm,
1.01 (0.91) mm, and 0.86° (0.63°), 0.64° (0.45°), and 0.96° (0.76°), re-
spectively. Thus, the displacement was thought to be well within the
range that can be corrected by SPM alignment.

General statistical analyses were performed in two stages. The first-
stage individual (fixed-effect) analysis was based on an event-related
fMRI design. In this analysis, 72 types of events were defined: 2 (in-
structed and noninstruction conditions) X 3 (test, error-equalized base-
line and error-zeroed baseline periods) X 6 (1-6th trials) X 2 (cue and
execution/feedback events). The cue or execution/feedback event was
modeled by an impulse function locked at the onset of the cue or the
execution/feedback period, respectively. The impulse functions were
convolved with a canonical hemodynamic response function in SPM2 to
yield regressors in a general linear model for each voxel as follows:

72 12
§'= Eka;c + EW}’}; t+e.

k=1 k=1

Here, S’ is the fMRI activity in the ith scan. xs are regressors correspond-
ing to the 72 types of events above explained. ys are regressors of no
interest corresponding to 12 sessions, each of which was assigned 1 in the
corresponding session and 0 otherwise. Regression weights (s and 1ys)
and the residual (e) were estimated for each voxel by the least-squares
method. The estimated weights of interests (3s) or contrasts of the
weights were carried forward to a second-stage group (random effect)
analysis using a one-way ANOVA model with nonsphericity correction
and adjustment for correlated repeated measures. The results were in-
spected using t contrasts according to the analysis designs explained
below.

To average poststimulus BOLD responses for display purposes, we
defined another model in the first-stage individual analysis using a finite
impulse response (FIR) basis function with a bin width of 3.5 s (the
repetition time of scans), modeling a total of six bins from 0 to 21 s after
onset of one of the 72 aforementioned events. The model contains six
regressors for an event of interest and regressors for the other events.
Intuitively, the FIR basis set considers each time bin after stimulus onset
to model the BOLD response that would have been seen in the absence of
other events, and captures any possible shape of hemodynamic response
function up to a given frequency limit. In this model, the estimated
weights for each time bin are directly proportional to the average BOLD
response at that time. This analysis was conducted by using a peristimu-
lus histogram function in SPM2. We obtained the poststimulus response
time courses for the events in the test trials and the error-equalized base-
line trials. We subtracted the average response time course across the
baseline trials from time course in each test trial, and displayed the sub-
tracted time course averaged across subjects (see Fig. 6 B).

(1) Analysis of activity related to cue presentation or execution/feedback
of movements. To confirm whether the above event-related analysis could
dissociate activity related to cue presentation from that related to execu-
tion/feedback of pointing movements, we applied the following analysis
to the estimated 3 weights for the first trials of test periods (BL.,), which
are expected to be the most important trials for the switching of behav-
iors. We carried images of /., estimates in the first-stage analysis for
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four events (cue and execution/feedback events by instructed and non-
instructed conditions) to the second-stage group analysis, and identified
regions significantly activated by these events using a one-sample t test
(Blie: > 0) (see Fig. 4A,B,E,F). To confirm the subtraction of error-
equalized baseline activity from the test activity, we made four contrast
images in the first-stage analysis by subtracting the averaged estimate
within the error-equalized baseline period ( Eerror_equa]izedl, individually,
from the estimates for the above four events (C, =B/, — Berror-equalized)-
Then we carried them into the second-stage analysis to identify regions in
which C, is significantly larger than zero (see Fig. 4C,D,G,H). The
threshold in the second-stage analysis was p < 0.05 when corrected for
multiple comparisons at cluster level ( p < 0.001, uncorrected at voxel
level and a cluster size >270). This threshold was low compared with
those used in the imaging analyses described below (2, 4, and 5), because
we intended to confirm at this low threshold if our event-related design
could dissociate activity related to cue presentation from that related to
execution/feedback.

(2) Analysis of activity decreasing as a function of trial numbers after a
change in rotation direction. According to behavioral data (described be-
low), the size of angular errors increased immediately after a change in
the direction of rotation and decreased gradually as a function of trial
number. This suggests that adaptive switching processes proceeded grad-
ually, and that activity directly related to these processes decreased grad-
ually. To identify the activity related to switching, we conducted the
following analysis. In the first-stage analysis, contrast images were gen-
erated by subtracting the averaged 3 estimate within the error-equalized
baseline period, individually, from the estimate for the cue or execution/
feedback event in the six test trials. In the second-stage analysis, a one-
sample t test was applied to the contrast images to identify voxels in
which the contrast of the 8 estimates significantly decreased as a function
of test trial number; that is, the weighted sum of the parameters (5 + C, +
3:C,+1:Cy—1-C,—3-Cs— 5" Cy) is significantly larger than zero.
Here, C; indicates the contrast of the estimates obtained from the ith test
trial. The second-stage analysis was performed separately for four events
(cue and execution/feedback events by instructed and noninstructed
conditions). Decreasing activity evoked by cue events in the instructed
condition and by execution/feedback events in the noninstructed condi-
tion are of particular interest, because the former activity is likely to be
related to a predictive switch based on contextual information, and the
latter activity is likely to be related to postdictive switching based on the
error in prediction of sensorimotor feedback. The threshold was p < 0.05
corrected at voxel level and a cluster size >30.

To investigate the actual time courses of the above decreasing activity
across trials, we examined how the value of C; in individual subjects
changed as a function of test trial numbers (7) in regions identified by the
second-stage analysis. C; is a contrast of 8 estimates as described above.
The magnitude of the estimate is proportional to the maximum height of
the fitted hemodynamic response function and captures the size of the
effect of the event on the hemodynamic response. Therefore, C; reflects
the effect size in test trials in the absence of the effects that were measured
in the error-equalized baseline trials. The C; value was divided by the
mean signal intensity for a given voxel to normalize differences among
voxels. We named this value “effect size.” The effect size was averaged
across subjects and voxels in a region of interest, and plotted as a function
of test trial number (see Fig. 6C).

The above two types of decreasing activity were mainly observed in
adjacent parietal regions [the superior parietal lobule (SPL), the inferior
parietal lobule (IPL), and the precuneus]. To quantify the spatial segre-
gation of the two types of activity, we measured the volume of the over-
lapping region in which both types of activity were observed, and com-
pared it with the volume of regions in which either type was observed. For
group volumetric analysis, we measured the volume of each type of ac-
tivity detected and thresholded by the procedure described above. How-
ever, for individual analysis, because the above two types of activity were
obtained by two-stage analysis [(1) subtraction of activity in the error-
equalized baseline period from activity in the test periods in the
individual-analysis stage, and (2) detection of a decreasing trend in ac-
tivity with an increase in trial number by using the above contrast (5 * C,
+3:C,+1:C;—1-C, —3-C5 — 5+ Cg) in the group analysis stage],
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we could not conduct an individual analysis equivalent to the group
analysis. Therefore, in individual volumetric analyses, we looked for ac-
tivity evoked by cue or execution/feedback events in the first test trial,
which is expected to be the most important trial for the switching of
behaviors. Specifically, we subtracted averaged activity evoked by a cue
event within the error-equalized baseline period from activity evoked by
a cue event in the first test trial of the instructed condition, to extract
activity related to a predictive switch. We subtracted averaged activity
evoked by an execution/feedback event within the error-equalized base-
line period from activity evoked by an execution/feedback event in the
first test trial of the noninstructed condition to extract activity related to
a postdictive switch. We applied a low threshold ( p < 0.001, uncor-
rected) to each extracted activity to avoid underestimation of overlap-
ping volume. We defined parietal regions of interest as the union of the
SPL, IPL, and precuneus based on the Automated Anatomical Labeling
map (Tzourio-Mazoyer et al., 2002) in the WFU PickAtlas toolbox
(http://fmri.wfubmc.edu/cms/software) (Maldjian et al., 2003) for
SPM2, and measured the volumes of regions related to either predictive
or postdictive switches, and regions related to both.

(3) Analysis of changes in effective connectivity according to conditions.
Dynamic causal modeling (DCM) is a system identification procedure
that uses Bayesian estimation to make inferences about the effective con-
nectivity between neural systems and how it is affected by experimental
conditions (Friston et al., 2003). Because connectivity in DCM is mea-
sured through the coupling of changes in imaging signals, rather than
anatomically, a significant unidirectional modularity influence of one
brain region on another does not necessarily reflect the presence of a
direct and unidirectional anatomical connection. Instead, the connectiv-
ity revealed by DCM reflects the inferred direction of neural influences
that is specific to the experimental conditions, and that may be mediated
through interneurons or brain regions not explicitly included in the
model.

The results of the above analysis (2) suggested that activity in the SPL
is related to predictive switching based on contextual information, and
that activity mainly in the IPL and prefrontal cortex (PFC) is related to
postdictive switching based on prediction error derived from sensorimo-
tor feedback. We investigated how different conditions influenced effec-
tive connectivity between these regions and the lateral cerebellum, in
which many studies have reported activity related to internal models in
various kinds of sensorimotor tasks (Shidara et al., 1993; Shadmehr and
Holcomb, 1997; Gomi et al., 1998; Kobayashi et al., 1998; Imamizu et al.,
2000; Blakemore et al., 2001; Miall et al., 2001; Krakauer et al., 2004;
Milner etal., 2007; Yamamoto et al., 2007). Only left cerebral hemisphere
regions and right lateral cerebellar regions were included in our network
to maintain model simplicity. Group maxima of activation were identi-
fied in the second-stage analysis described in (2). Then, subject-specific
maxima were determined operationally as the nearest local maxima to
the group maxima in regions significantly activated by any of the four
events (namely, cue or execution/feedback events in the instructed or
noninstructed conditions in the first test trial) in individual analyses
( p <0.001, uncorrected). Regarding the PFC, we found multiple activa-
tion clusters in BAs 10, 11, and 46 in the second-stage group analysis, but
selected the group maximum in BA 46 in which activity related to
internal-model switching was also found in our previous study (Imamizu
etal,, 2004). Regarding the cerebellum, because subjects were required to
compensate for the rotations in all trials in the current experiment, this
design does not allow us to directly identify internal model activity based
on a contrast between compensation and no-compensation (null) con-
ditions. However, previous studies (Tamada et al., 1999; Imamizu et al.,
2000, 2004, 2007a) have reported that internal models for the rotations
are acquired near the posterior superior fissure. Thus, we anatomically
located the group maximum around the center of the posterior superior
fissure in the MNI reference brain (x, y, z: 40, —60, —34). Because the
lateral cerebellum was included in regions significantly activated by any
of the above four events, we could identify subject-specific maxima in the
cerebellum. Using SPM2, BOLD signal time courses were then extracted
from 8 mm spheres centered on subject-specific maxima, and summa-
rized as the principal eigenvariates of the time courses.

Effective connectivity analysis was performed using the DCM tool in
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SPMS5. According to anatomical studies, mainly
in monkeys, there exists connectivity between 60 - session
the cerebellum and parietal regions including
the SPL and the IPL (Schmahmann and Pan-
dya, 1989; Stein and Glickstein, 1992; Clower et
al., 2001), between the cerebellum and the dor-
solateral PFC (Kelly and Strick, 2003), and be-
tween the dorsolateral PFC and the parietal re-
gions (Petrides and Pandya, 1999; Marconi et
al.,, 2001). However, the exact connectivity
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among these regions in the human brain is un-
known. Therefore, subject-specific DCMs were
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tory influences from both conditions specified
on all of the connections. The modulatory in-
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maintain model simplicity. Input stimuli to the
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The DCM analysis was performed in a two- 12 3
stage procedure similar to the functional image
analysis explained above. The parameters cor-
responding to the strength of intrinsic or mod-
ularity effects obtained from the subject-
specific first-level DCM models were taken to a
second between-subjects level analysis. A one-
sample ttest ( p < 0.05) was used in the second-
level analysis. Because it is unknown whether
the DCM parameters were normally distrib-
uted, we confirmed that a nonparametric test (Wilcoxon’s signed-rank
test) yielded the same results as the t test at the p < 0.05 level. The
threshold was not corrected for multiple comparisons because connec-
tions of interest were restricted by the results of the analysis (2).

(4) Analysis of increasing activity as switching process proceeds. To iden-
tify brain regions related to the degree of contribution of appropriate
internal models, we looked for increasing activity as switching process
proceeds. According to our previous behavioral and simulation study
(Imamizu et al., 2007b), the time courses of signals reflecting the degree
of contributions of appropriate internal models during the predictive
switch based on contextual information were markedly different from
the time courses during the postdictive switch based on prediction error.
Specifically, the signal immediately increased after a change in the envi-
ronment in the predictive switch condition, whereas it gradually in-
creased with trial number in the postdictive switch condition. Based on
this result, we looked for brain activity that increased immediately after a
change in the direction of rotation in cue periods of the instructed con-
dition, but gradually increased in execution/feedback periods of the non-
instructed condition. Specifically, contrast images were yielded for each
trial by the same subtraction as described in (2), in the first-stage analysis,
and then a one-sample ¢ test was applied to the images to identify voxels
in which the weighted sum of contrasts of 3 estimates was significantly
higher than zero. The weighted sum was defined as follows: 5 - C*"¢; +
5 . CCUez + 5 . C:CLIe3 + 5 . CCUS4 + 5 . CCUQS + 5 . CCU€6 — 15 . Cexel —
11:C™¢, — 7:C¢ — 3-C™, + 1:C™ + 5+ C™. Here, C™,
indicates a contrast of the estimates corresponding to the ith trial in the
cue period in the instructed condition (predictive switch). C**;indicates
a contrast corresponding to the ith trial in the execution/feedback period
in the noninstructed condition (postdictive switch). Weights for the
C ¢, take the highest value (=5) from the first trial, and were constant
across trials, but those for C*; gradually increased from the lowest
(=—15in the first trial) to the highest (=5 in the last trial) values as trial
number (7) increased. These weights were adjusted so that their sum was
zero. The threshold was p < 0.05, corrected at voxel level and a cluster

Figure3.
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Trial number after a change in rotation direction

Angular error measured in the hand space. A, Angular error in the familiarization and training sessions before brain
activity measurement. The curves show the medians of the errors within a cycle (8 trials) averaged across subjects (SD) as a
function of cycle number in each session. The horizontal thick lines indicate mean error within each session. B, Angular error in
switching sessions inside the MR scanner. The curves show error averaged across sessions and subjects (= SD) as a function of trial
number after a change in rotation direction. *p << 0.05, Tukey’s HSD post hoc test.

size >30 voxels. To investigate actual time courses of activity in regions of
interest across trials, we plotted effect size [see above, (2)] calculated
from the values of C"¢; and C**; as a function of test trial number (i).

(5) Analysis of activity related to visual feedback of performance error.
We examined the difference between the error-equalized and the error-
zeroed baseline periods to identify activity related to visual feedback of
the error. Specifically, in the first-stage analysis, contrast images were
yielded by subtracting 8 estimates for the execution/feedback periods of
the error-zeroed baseline trials from those for the execution/feedback
periods of the error-equalized baseline trials. In the second-stage analy-
sis, a one-sample f test was applied to these images to identify voxels in
which the contrast of the estimates was significantly higher than zero.
The threshold was p < 0.05 corrected at the voxel level and cluster size
>30.

Results

Behavioral data

Figure 3A shows subjects’ performances in the familiarization
and training sessions. The curves show angular error as a function
of cycles (eight trials) in each session. The ordinate represents the
average (=SD) across subjects in which the value for each subject
is the median size of errors within a cycle. The direction of rota-
tion did not change within a training session, but alternately
changed across the sessions. The error markedly increased at the
beginning of each session, but gradually decreased as cycle num-
ber increased within the session. The error averaged within each
session (horizontal lines) increased in the second training ses-
sion, in which subjects experienced the opposing rotation for the
first time, but decreased as the number of sessions increased. We
applied a two-way (cycle by session) repeated-measures ANOVA
to the medians of errors, and found significant effects of cycle
(F14,182) = 2.71; p < 0.0001) and session (Fg,,7) = 8.89; p <
0.0001). According to Tukey’s honestly significant difference
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Figure4. A-H, Activation evoked by cue presentation (A—D) or execution/feedback of movements (E-H ) in between-subjects analysis. A, B, E, and F show event-related activity in the first trial
of test period without subtraction of activity in the error-equalized baseline period ( p << 0.05, corrected for multiple comparisons at cluster level). C, D, G, and H show activity in the first trial yielded
by the contrast of the test period versus the error-equalized baseline period. The brain projections view the brain from above (transverse), right (sagittal), and behind (coronal). The red circles indicate
the occipital regions related to visual information. The blue circles indicate regions mainly related to motor control (for example, the dorsal premotor regions, the supplementary motor regions, and

the primary sensorimotor regions).

(HSD) post hoc test at p < 0.05, the size of error averaged across
sessions and subjects was smaller in the last cycle (7.46°) than the
first cycle (27.55°), suggesting that error decreased within a ses-
sion. Furthermore, error averaged across cycles and subjects was
smaller in the last session than the second session, suggesting that
it decreased across sessions after the second session. These results
indicate short-term adaptation within each session as well as
long-term learning of the opposing rotations across sessions after
the second session. These results are consistent with our previous
behavioral experiment investigating adaptation to opposing ro-
tations, in which subjects were instructed about the direction of
rotation when the rotation direction was changed (Imamizu et
al., 2007b).

Figure 3B shows subjects’ performances in switching sessions
in the scanner. The ordinate represents angular error averaged
across sessions and subjects (=SD). The abscissa represents trial
number after a change in rotation direction. We computed, for
each subject, condition, and trial number after the change, aver-
age angular error in the test period across sessions and applied a
two-way (instructed or noninstructed condition by trial number
after the change) repeated-measures ANOVA to the average er-
ror. The effect of trial number was significant (F s 45 = 88.73; p <
0.0001), and the size of error was smaller in the sixth trial than in
the first trial (Tukey’s HSD post hoc test, p < 0.05). An interaction
between condition and trial number was significant (Fs g5y =

2.66; p < 0.03), suggesting a different condition effect that de-
pended on the trials. When we compared the averaged errors
between conditions for each trial, the error in the first trial was
smaller in the instructed condition (mean * SD, 36.89 * 11.43)
than in the noninstructed condition (46.27 * 12.64) (Tukey’s
HSD post hoc test, p < 0.05).

The error was almost constant in the error-equalized baseline
period (Fig. 3B, middle) and the error-zeroed baseline period
(right). We compared the error in the last trial of the test period as
a reference to the errors in every trial of both baseline periods
using Dunnett’s test at the p < 0.05 level, but could not find any
significant difference. This suggests that the error in the baseline
periods was maintained at the same level as the last trial of the test
period.

Regarding subjects’ performances in addition to error, we
computed reaction time, movement time, and marker path
length averaged across trials, sessions, and conditions for each
subject and period. We applied one-way (period) repeated-
measures ANOVA to the averaged values, and found no signifi-
cant effect of period at p < 0.05 level (reaction time, F, 59y =
0.032; movement time, F, ;) = 0.27; and path length, F, 54y =
0.27). This result indicates that the subjects maintained constant
performance throughout the test and the two baseline periods.
The mean values across periods and subjects were 243.07 ms (SD,
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30.27) for reaction time, 244.17 ms (33.81)
for movement time, and 22.25 cm (2.29)
for out-and-back path length.

Activity related to cue presentation or
execution/feedback of movements
Figure 4 shows group mean activity
evoked by cue presentation (Fig. 4 A-D) or
execution/feedback of pointing move-
ments (Fig. 4 E-H ). Figure 4, A, B, E, and
F, shows the evoked activity in the first trial
of test period without subtraction of activ-
ity in the error-equalized baseline period
[see Materials and Methods, (1)]. Figure 4,
C, D, G, and H, shows activity in the first
trial yielded by the contrast of the test pe-
riod versus the error-equalized baseline
period (p < 0.05, corrected for multiple
comparisons at cluster level). Activity
evoked by cue presentation was found bi-
laterally in prefrontal regions, dorsal pre-
motor regions, parietal regions, occipital
regions, and the lateral cerebellum, and in
the left temporal regions (for detailed lo-
cations, see supplemental tables, available
at www.jneurosci.org as supplemental ma-
terial). These regions were activated in
both the instructed and noninstructed
conditions, but the activated regions were
larger in the instructed condition (Fig. 4A)
than in the noninstructed condition (Fig.
4B). In the comparison of the test period
versus the error-equalized baseline period
(Fig. 4C,D), activation in the occipital re-
gions related to visual information pro-
cessing disappeared relative to the event-
related activity without subtraction of
activity in the error-equalized baseline pe-
riod (red broken circles). Activity evoked
by execution/feedback of pointing move-
ments was found bilaterally in dorsal pre-
motor regions, supplementary motor re-
gions, intraparietal regions, and the lateral
cerebellum, as well as in the left primary
sensorimotor regions. These regions were
activated in both the instructed and non-
instructed conditions (Fig. 4E,F). In the
comparison of test periods versus the
error-equalized baseline period (Fig.
4G,H), activation in regions mainly re-
lated to motor control, namely the dorsal
premotor regions, the supplementary mo-
tor regions, and the primary sensorimotor
regions, disappeared (blue broken circles),
and restricted regions in the intraparietal
regions and the lateral cerebellum re-
mained. Almost identical activation pat-
terns to those shown in Figure 4, C, D, G,
and H, were obtained when we used data
in the error-zeroed baseline period instead
of the error-equalized baseline period.

In the baseline periods, subjects were
instructed to assume that the same direc-
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A Decreasing activity in cue period of instructed condition
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Figure 5.  Activity decreases as trial number increases after switching in between-subjects analysis ( p << 0.05, corrected for
multiple comparisons at voxel level; cluster size, 30 voxels). A, Decreasing activity in cue periods in the instructed condition. The
broken green lines indicate the IPS. The left, middle, and right panels show the brain surface viewed from left, above, and right,
respectively. The circled numbers indicate the local maxima of activation corresponding to the data in Table 1. B, Decreasing

activity in the execution/feedback period in the noninstructed condition.

Table 1. Summary of activations

MNI coordinates

Anatomical regions X y z Cluster size Tvalue at peak
Decreasing activity in the cue period in the instructed condition
SPL cluster
(1) L superior parietal lobule —32 —60 54 7.25
(2) R precuneus 12 —70 56 2335 6.81
(3) L precuneus -8 —68 54 6.80
Decreasing activity in the execution/feedback period in the noninstructed condition
IPL
(4) Linferior parietal lobule —48 —52 50 918 7.08
(5) Rinferior parietal lobule 46 —60 50 1182 6.79
Temporal region
(6) Rinferior temporal gyrus (BA 20) 68 —28 —-22 88 6.46
Prefrontal regions
(7) R middle frontal gyrus (BA 11) 36 54 —-10 67 5.42
(8) Linferior frontal gyrus (BA 46) —46 34 20 51 5.38
(9) L middle frontal gyrus (BA 10) —42 50 —4 130 531

Activity that was high immediately after the switch in cue periods of the instructed condition and gradually increased in the

execution/feedback periods in the noninstructed condition

(10)RLOTC 54
(11 LLoTC —52
(12) R/L SMA/cingulate (BA 6) —6
(13)LM1(BA4) -32
(14) L middle temporal gyrus (BA 21) —56
(15) R dorsal premotor region (BA 6) 52
Error-equalized baseline > error-zeroed baseline
(16) Rangular gyrus (BA 40) 54

—56
—56
-4
-30
—4
2

—50

-2
0

48
54
—14
48

32

2354
93
1103
203
155
86

8

791
541
6.62
5.84
5.62
5.27

10.10

Cluster size is represented by a number of 2 mm isotropic voxels. L, Left; R, right.
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switching is most needed in the first trial
among the test periods and that the neces-
sity for switching gradually decreased to-
ward the sixth trial. Therefore, we looked
for brain activity that decreased from the
first to the sixth trial.

Activity decreasing as a function of trial
number after a change in

rotation direction

The activations shown in Figure 5 were

5-th 6-th identified to decrease in magnitude as the
testtrial 3] number increased in the group level
— Instructed analysis ( p < 0.05, corrected for multiple

comparisons; cluster size, >30 voxels)
when contrast images in individual analy-
ses were yielded by subtraction of activa-
tion in the error-equalized baseline peri-
ods from that in the test periods [see
Materials and Methods, (2)]. Figure 5A
shows decreasing activity in cue periods
under the instructed condition, whereas

Non-instructed

0 10 21 0 10 21 o 10 21 o 10 21 o

Poststimulus time (time after cue onset: sec.)

Cue event

Superior Parietal Lobule

Execution/feedback event
Inferior Parietal Lobule

Prefrontal Cortices

1o 21 o 10 21 Figure 5B shows decreasing activity in the
execution/feedback periods under the
noninstructed condition. The locations of
the activations are listed in Table 1. The
decreasing activity in the cue periods of the
instructed condition constituted a large
cluster in the bilateral SPL containing
three activation peaks. The most anterior
peak (1 in Fig. 5A, Table 1) existed in the
medial wall of the left intraparietal sulcus
(IPS). The other peaks existed in the pre-
cuneus of both hemispheres (2 and 3). In
contrast, the decreasing activity in the ex-
ecution/feedback periods of the nonin-
structed condition constituted large clus-
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Figure 6. A, Spatial segregation of the two types of activity corresponding to Figure 5, A and B, around the IPS. Activations are
superimposed on transverse (left) and coronal (right) slices from the subjects’ averaged structuralimages at levels indicated by the
white lines in the left panels of Figure 5, A and B. B, Poststimulus hemodynamic responses evoked by cue events in test trials after
subtraction of responses in error-equalized baseline periods. The vertical axis represents values of parameter estimates (arbitrary
units) from an FIR model that includes regressors modeling the response with a bin width of 3.5 s from 0 to 21 s after cue onset (see
Materials and Methods). The response time courses were estimated for local maxima in the cyan regions of A and averaged across
the maxima and subjects (== SE). , Time courses for the sizes of the effects (arbitrary units) (see Materials and Methods) of cue or
execution/feedback events on hemodynamic responses averaged across voxels and subjects (==SE) as a function of test trial
number after a change in rotation direction. The left panel shows the size of the effect of the cue events in the cyan region of 4. The
middle panel shows the size of the effect of the execution/feedback events in magenta regions. The right panel shows the size of
the effect of the execution/feedback events averaged across PFC regions in Figure 58. **p << 0.001, *p < 0.05, *p < 0.10,

Tukey's post hoc test.

tion of rotation as in the preceding test period would be imposed,
and to conduct pointing movements so as to compensate for the
rotation. Thus, in the comparison of test periods versus the error-
equalized baseline, the activation related to the compensation
was subtracted, and the remaining activation was supposed to
reflect information processing for the switching of internal mod-
els. As shown in Figure 3B, left panel, angular error after a change
in rotation direction decreased as trial number increased, and
reached an asymptotic level in the sixth trial, suggesting that

ters in the bilateral IPL (4 and 5 in Fig. 5B,
Table 1) and relatively small clusters in the
inferior temporal gyrus (6; BA 20) and
prefrontal regions (7-9; BAs 11, 46, and
10). Regarding parietal activation, the de-
creasing activity in cue periods in the in-
structed condition (Fig. 6A, cyan region)
existed medially to the IPS (dashed green
line), whereas the decreasing activity in the
execution/feedback periods of the nonin-
structed condition (magenta regions) ex-
isted laterally to the IPS. Almost identical
activation patterns with those shown in
Figures 5 and 6 A were obtained when we
used data in the error-zeroed baseline pe-
riod instead of the error-equalized base-
line period.

The overlapping volume between the cyan and magenta re-
gions in Figure 6A was 2.1 cm?®, whereas the volume of each
region was 18.7 cm” (cyan) or 16.8 cm” (magenta). Thus, the
overlap was only 6.3% of the union of the two regions. In indi-
vidual volumetric analysis, we subtracted (1) activity evoked by
cue events in the error-equalized baseline periods from activity
evoked by cue events in the first test trial of the instructed condi-
tion, and (2) activity evoked by execution/feedback events in the
error-equalized baseline periods from activity evoked by execu-
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tion/feedback events in the first test trial of the noninstructed
condition (p < 0.001, uncorrected). Then, we investigated the
volumes of the two types of subtracted activity and the overlap
between them in the parietal regions (see Materials and Meth-
ods). The overlapping volume averaged across subjects was 0.3
(SE, 0.1) cm”, whereas the volume of the activity related to pre-
dictive or postdictive switches was 5.1 (SE, 1.8) or 8.6 (2.3) cm?,
respectively. Thus, the overlap was only 2.2% of the union vol-
ume of the two types of activity in the individual analysis.

Figure 6 B shows the time course of activity in the cue period of
the test trials in the cyan regions of Figure 6 A. Using the FIR
model (see Materials and Methods), we estimated BOLD re-
sponse time courses evoked by cue events in the test trials and the
error-equalized baseline trials at local maxima in the cyan regions
(Table 1, 1-3). We subtracted the average time course across the
baseline trials from the time course in each test trial, separately
for each maximum and subject. We plotted the subtracted time
course averaged across the maxima and subjects (=SE) as a func-
tion of poststimulus time in Figure 6 B. Activation level gradually
decreased as trial number increased in the instructed condition
(solid lines). The level also decreased in the noninstructed con-
dition (broken lines) across trials, but the level was highest in the
second trial.

To quantitatively capture the above change in activity level
across trials, we investigated the size of the effect of the cue event
on hemodynamic responses in terms of the magnitude of the 3
estimate in each test trial after subtraction of the estimate aver-
aged across the error-equalized baseline trials [see Materials and
Methods, (2)]. Figure 6C, left panel, shows the effect sizes of cue
events averaged across voxels and subjects (=SE) in the cyan
regions of Figure 6 A. The solid and broken lines correspond to
the instructed and noninstructed conditions, respectively. We
applied a two-way (condition by trial number) repeated-
measures ANOVA to the effect size averaged across the voxels for
each subject. An interaction between condition and trial number
was significant (F s 65y = 13.92; p < 0.0001), indicating a different
condition effect that depended on the trials. Specifically, in the
first trial, the effect size in the instructed condition was greater
than that in the noninstructed condition (Tukey’s post hoc test,
p < 0.05). However, the opposite was true in the second trial,
reversing again after the third trial.

Figure 6C, middle panel, indicates the time courses for the
sizes of the effects of execution/feedback events across subjects
and voxels in the magenta regions in Figure 6 A. The effect sizes
decreased as trial numbers increased in both the instructed and
the noninstructed conditions. However, the interaction between
condition and trial number was significant (F(5 45 = 6.96; p <
0.0001), and the effect size in the noninstructed condition was
significantly greater than that in the instructed condition in the
first trial (Tukey’s post hoc test, p < 0.001). Similar profiles were
observed for the sizes of the effects of execution/feedback events
averaged across subjects and voxels in three prefrontal clusters
(BAs 11, 10, and 46) (Fig. 6C, right panel). We investigated the
time courses for each prefrontal cluster, but could not find sig-
nificant difference among the clusters.

Change in effective connectivity according to conditions

Figure 7A shows subject-specific maxima of activations in the left
SPL, the left IPL, the left PFC, and the right lateral cerebellum
(CBL), from which BOLD signal time courses for the DCM anal-
ysis were extracted [see Materials and Methods, (3)]. Parameters
corresponding to the magnitude of intrinsic influences (that is,
connections that are independent of the condition) among these
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Figure 7.  Results of DCM analysis. A, Subject-specific maxima of activations from which

BOLD signal time courses for DCM analysis were extracted. The brain projections view the brain
from left (top) and above (bottom). B, Intrinsic connections. The average parameters corre-
sponding to strength of influences from a region to another across subjects (SD) are presented.
The solid and dashed arrows indicate significant ( p << 0.05) and nonsignificant influences,
respectively. (—F, Modulation effects in the instructed (C, £) and noninstructed (D, F) condi-
tions. Significant effects are presented in the cue (C, D) and execution/feedback periods (E, F).
G, Influences that are modulated by the instructed condition significantly more than by the
noninstructed condition in the cue period. H, Influences that are modulated by the nonin-
structed condition significantly more than by the instructed condition in the execution/feed-
back period.

regions were derived from the DCM analysis. Figure 7B shows the
means of the parameters across subjects. The solid arrows indi-
cate parameters that were significantly larger than zero (p <
0.05) in the between-subject level analysis. Figure 7, C-F, shows
parameters corresponding to the magnitude of the modulation
effect of the instructed (Fig. 7C,E) or noninstructed (Fig. 7D, F)
conditions on the intrinsic influences in the first trial of the test
period during the cue (Fig. 7C,D) or execution/feedback (Fig.
7E,F) periods. As shown in these figures, a significant modula-
tion effect of the conditions on the intrinsic influences could be
identified at many connections. To identify an effect of contex-
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number in the execution/feedback periods
in the noninstructed condition. Large ac-
tivation clusters were found in bilateral
SMA/cingulate regions and the right lat-
eral occipito-temporal cortices (LOTC).
Figure 8 B shows time courses for effect
size [see Materials and Methods, (2)] aver-
aged across subjects and voxels in each re-
gion, separately for the cue and the execu-
tion/feedback events. Similar time courses
were observed in both regions. We could

0,005 — LOTC: Instruced confirm that the size of the effect of the cue
| 0004 Ay T = ; event was high in the first trial in the in-
oo 8 s e = Nonanstdce structed condition (cyan solid line), and
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> B g3 po0ay that the size of the effect of the execution/
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00107 Bl line). The size of the effect of the cue event
Cue event Executionﬁe?dback A8 oiis evaRit |’ xecutionﬁe?dback in the noninstructed condition (cyan bro-
'°'°”"L T T T ej.rerz ™ e T AL, ken line) increased later than that in the
tial number after a change in rotation direction” instructed condition (cyan solid line). In
contrast, the size of the effect of the execu-
C tion/feedback event in the instructed con-
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o ral gyrus (MTG), and the right dorsal pre-
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Effect size in SPL

Figure 8. A, Regions in which activation was high immediately after a change of rotation direction in cue periods in the
instructed condition and gradually increased as trial number increased in execution/feedback periods in the noninstructed con-
dition ( p < 0.05, corrected at voxel level; cluster size, 30 voxels). The left and right panels show the brain surface viewed from
the leftand right, respectively. The middle panel shows activation superimposed on a midsagittal slice from the subjects’ averaged
structural images. B, Time courses of activity measured as the size of the effect of cue (cyan) or execution/feedback (magenta)
events on hemodynamic responses. Time courses were averaged across subjects and voxels in the SMA/cingulate (left panels) or
LOTC (right panels) (==SE), and plotted as a function of test trial number. The solid and dashed lines correspond to the instructed
and noninstructed conditions, respectively. C, Correlations between the sizes of the effects of cue or execution/feedback eventsin
parietal regions and each of the regions in B. The left two panels show the correlation between the SPL and either the SMA/
cingulate or LOTC regarding the cue event. The right two panels show the correlation between the IPL and either the SMA/
cingulate or LOTC regarding the execution/feedback event. Each panel contains 168 points (=6 test trials X 2 conditions X 14
subjects). The black lines were fitted to the points in each panel. ***p << 0.001, **p << 0.01, and *p << 0.05 indicate significance
levels in a one-sample t test with the null hypothesis that the slope of the line would not be lower than zero (Bonferroni's

correction for multiple comparisons).

tual information on switching, we examined each connection to
determine whether the parameter values in the instructed condi-
tions were higher than those in the noninstructed condition dur-
ing the cue periods, and found a significant difference in influ-
ence from the SPL to the CBL between conditions (Fig. 7G) (p <
0.05). Regarding an effect of sensorimotor feedback on switching,
we examined whether the values in the noninstructed condition
were higher than those in the instructed condition, and found a
significant difference in influence from the IPL to the SPL and
CBL between conditions (Fig. 7H).

Increasing activity as switching process proceeds

Figure 8 A shows the regions found by the analysis (4) (see Mate-
rials and Methods) to identify activation that was high immedi-
ately after a change in rotation direction in the cue periods in the
instructed condition, and that gradually increased with trial

I I T > T
-0.02 0.00 0.02 0.04

Effect size in IPL

motor regions (PMd) (Table 1).

The time courses shown in Figure 8 B
are almost mirror patterns of those in Fig-
ure 6C about a horizontal axis for corre-
sponding event and condition, suggesting
negative correlations. We investigated the
relationships between the SPL and either
the SMA or LOTC in terms of effect size
after the cue event (Fig. 8C, left two pan-
els), and those between the IPL and either
the SMA or LOTC in terms of effect size
after the execution/feedback event (right
two panels). Each panel plots effect sizes
(total 168 points) in test trials (6) combin-
ing data from the instructed and nonin-
structed conditions (X2) and subjects
(X14). The slopes (regression coefficients)
of lines fitted to the points were negative, as shown in the panels.
Using a one-sample ¢ test, we tested the null hypothesis that the
slope would not be lower than zero (a one-sided test). The hy-
pothesis was rejected for every line (¢(,4¢) > 2.33; p << 0.05 after
Bonferroni’s correction for multiple comparisons), suggesting a
negative correlation between the above regions in terms of their
activity.

T T T T
-0.02 0.00 002 004

Activity related to visual feedback of performance error

Figure 9 shows the regions activated more in the error-equalized
baseline period than in the error-zeroed baseline period. We
could not identify an activation cluster exceeding 30 voxels, but
found a small cluster (eight voxels) showing strong activation
(peak t value, 10.10) (Table 1) in BA 40 of the angular gyrus. In
the above analyses, we found almost identical results when we
used data from the error-zeroed baseline period instead of the
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Right side

Figure 9.  Regions activated significantly more in the error-equalized baseline period than
the error-zeroed baseline period in the group analysis ( p << 0.05, corrected at voxel level). AG,
Angular gyrus.

error-equalized baseline period. This is because the difference in
activation between the two baselines was significant, but was re-
stricted to a very small region in the angular gyrus.

Discussion

Activity in the SPL (Fig. 6 A, cyan region) increased immediately
after a change in the direction of rotation and decreased as trial
number increased in the cue periods in the instructed condition.
In the first test trial, the activity in this region, measured as the
size of the effect of the cue event on the hemodynamic response in
this region, was higher in the instructed condition than in the
noninstructed condition (Fig. 6C, left panel), suggesting that this
region is related to the predictive switch based on contextual
information. Many studies have indicated contribution of the
SPL to the planning of action based on visual information (Me-
dendorp et al., 2005; Culham et al., 2006; Field et al., 2007).
Kimberg et al. (2000) reported that the SPL is related to switching
between different stimulus—response mappings based on contex-
tual information. Our study suggests that the SPL associates con-
textual information with an appropriate set of relative contribu-
tion degrees of internal models for the current context.

It is known that SPL is activated by cues to shift spatial atten-
tion in a particular direction (Vandenberghe et al., 2001; Yantis et
al., 2002). Our subjects could not know or predict a target posi-
tion during the cue period as shown in Figure 2 A. Thus, the SPL
activity in the current experiment was unlikely directly related to
a shift of attention. However, switching of behaviors often fol-
lows shifts of spatial attention; for example, switching between
preparations for forehand and backhand strokes is determined
according to spatial information about an approaching ball cap-
tured by attention systems. Therefore, shifts of spatial attention
and predictive switching of behaviors and internal models are
related to each other, and we speculate that they are based on
neural mechanisms in the SPL regions. However, this may be
dependent on the type of attention, because Pollmann et al.
(2006) reported that the neural correlates of attentional shifts
from one stimulus dimension to another are dissociated from
those of behavioral changes.

Angular error after a change in rotation direction gradually
decreased as trial number increased (Fig. 3B) even in the in-
structed condition, suggesting that the switching of internal
models were not completed in the first trial. Therefore, switching
was necessary in the subsequent trails, and both the switching
mechanisms based on contextual information and the mecha-
nism based on prediction error were activated. Consequently, the
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SPL activity gradually decreased, even in the instructed condi-
tion, in proportion to the decrease in the angular error.

Activity in IPL and PFC regions (Figs. 5B; 6 A, magenta re-
gion) decreased as trial number increased in the execution/feed-
back periods in the noninstructed condition. In the first test trial,
the average effect size in these regions was higher in the nonin-
structed condition than in the instructed condition (Fig. 6C, mid-
dle and right panels), suggesting that this region is related to the
postdictive switch. Grefkes et al. (2002) reported a contribution
of the IPL to integration between visual and somatosensory in-
formation. In the current task, the IPL is expected to integrate
visual and proprioceptive feedbacks, to compare them with pre-
dictions made by internal models and to calculate prediction
error. We cannot directly measure the prediction error. However,
it is likely to be equal to the angular error between the target
direction and direction of the cursor movements because subjects
were asked to move the cursor toward a target, and, thus, the
prediction of the feedback is the cursor movement toward the
target. The activity measured as the size of the effect of execution/
feedback events in the IPL (Fig. 6C, middle panel) decreased in
proportion to the decrease in the angular error in the test period
(Fig. 3B, left panel), suggesting that the IPL is related to predic-
tion error. Our previous study (Imamizu et al., 2004) investigated
activity related to the switching of internal models in a tracking
task using a computer mouse, and found activation in the IPL and
the PFC (BA 46). This suggests that the switching mechanism
investigated in our previous study was mainly based on predic-
tion error.

Diedrichsen et al. (2005) reported that activity related to er-
rors under visuomotor rotation was spread over the precentral
gyrus, the postcentral gyrus, the IPL, and the SPL. Because their
task allowed corrective movements near a target, on-line correc-
tion of movement might evoke large activities. Our results sug-
gest that, among the error-related activities in their study, the
activity in the IPL is related to prediction error derived from
sensorimotor feedback that contributes to the switching of inter-
nal models.

In the comparison between the error-equalized and the error-
zeroed baseline periods, we found a small but strong activation in
BA 40 (Fig. 9). Because switching of internal models was not
needed in the error-equalized periods, errors contributing to
switching activate large regions in the IPL, but errors that are
unimportant for switching activate a small region in BA 40.

Our connectivity analysis suggested that information flow
changes according to the type of switching. The effect of condi-
tions on the functional influence of the SPL on the lateral cere-
bellum was higher in the instructed condition than in the nonin-
structed condition (Fig. 7G). In light of previous studies
suggesting that internal models are acquired in the cerebellum,
top—down information from the SPL to the cerebellum contrib-
utes to predictive switching between internal models. In contrast,
the effect of conditions on the influence of the IPL on the lateral
cerebellum and the SPL increased more in the noninstructed
condition than in the instructed condition (Fig. 7H). Informa-
tion flow from the IPL to the cerebellum contributes to postdic-
tive switching based on prediction error. The increased influence
of the IPL on the SPL may reflect the flow of information about
the rotation direction that was revealed by the prediction error
and used as contextual information for the predictive switch in
the subsequent trial. The SPL activity (Fig. 6C, left panel, dashed
line) increased more in the cue event of the second trial in the
noninstructed condition than in the first trial. The predictive
switching mechanism could not work because the contextual in-
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Decreasing activity in the execution/
feedback period in the noninstructed con-
dition was found in BAs 10 and 11 (Fig.
5B). These regions are lateral parts of the
orbitofrontal cortex that receives projec-
tions from midbrain dopamine neurons
and contribute to learning based on re-
ward (for review, see Schultz, 2004). Suc-
cessful switching with small performance
error might be a type of reward for subjects
and that reward learning mechanisms
might be activated.

Figure 10A illustrates the architecture
of a mixture-of-experts model, which was
proposed as a computational model for
task switching. A single switching mecha-
nism (a gating module) determines the de-
gree of contribution of each internal
model to the total output (Jacobs et al.,
1991; Ghahramani and Wolpert, 1997).
However, our current study suggested two
separate mechanisms for predictive and
postdictive switching, consistent with a re-

Figure 10.

motor commands from intended motion.

formation was not available in the first trial of the noninstructed
condition, but a predictive switch is possible in the second trial if
the mechanism can use rotation direction information generated
by the IPL in the execution/feedback event of the first trial.

The mechanisms related to the increased influence from the
IPL on the SPL may be analogous to those underlying behavioral
adjustment after conflict or error in cognitive control tasks such
as the Stroop color-naming task. Kerns et al. (2004) found thatan
increase in activity in the anterior cingulate cortex (ACC) in an
error trial leads to an increase in activity in the PFC (BAs 8 and 9)
in the subsequent trial, and suggested that the ACC monitors the
conflict and that the PFC produces behavioral adjustments based
on detection of the conflict. It can be postulated that the IPL is
involved in the monitoring of error, and the SPL contributes to
subsequent behavioral adjustment by predictive switching be-
tween internal models.

The activity in the PFC, including BA 46, increased in the first
trial of the execution/feedback period in the noninstructed con-
dition (Fig. 6C, right panel). Connectivity between the PFC and
the parietal regions increased in the noninstructed condition
(Fig. 7D, F) compared with the instructed condition (Fig. 7C,E),
although the difference did not reach a statistically significant
level. A possible reason for the PFC activity may be the execution
of behavioral adjustment as suggested by the above study on
cognitive control. Another reason specific to the current task is
the reasoning of the rotation direction. Because subjects were
informed of the two types of rotation, subjects could reason the
current rotation direction based on the result of the first test trial.
Goel and Dolan (2004) reported that BA 9, which exists in the
dorsolateral PFC adjacent to BA 46, is involved in inductive rea-
soning. The activation of the dorsolateral PFC may reflect the
inductive reasoning based on observation of results, and contrib-
utes to the switching in the next trial.

Computational models for the switching of internal models. 4, Mixture-of-experts model having a single switching
mechanism (a gating module). B, MOSAIC model having separate switching mechanisms for predictive switching based on
contextual information and postdictive switching based on the prediction error of sensorimotor feedback. F, Forward internal
models that predict sensorimotor feedback from an efference copy of a motor command. |, Inverse internal models that calculate

cently proposed MOSAIC model (Wolp-
ert and Kawato, 1998; Haruno et al., 2001)
(Fig. 10B). The SPL is related to the pre-
dictive mechanism, whereas the IPL and
the PFC are related to the postdictive
mechanism. Output signals from the pre-
dictive mechanism correspond to an in-
crease in the influence of the SPL on the cerebellum in the in-
structed condition (Fig. 7G), whereas output signals from the
postdictive mechanism correspond to an increase in the influence
of the IPL on the cerebellum in the noninstructed condition (Fig.
7H). As discussed above, the influence of the IPL on the SPL in
the noninstructed condition reflects the flow of information
about the direction of rotation (Fig. 10B, dashed arrow) as re-
vealed by the postdictive mechanism. The output signals from the
two mechanisms are combined and determine the degree of con-
tribution of the appropriate internal models to subject behaviors.
The regions shown in Figure 8 A are related to the combined
signals or the total output signal (Fig. 10 B, gray regions) (for time
courses of the signals, see supplemental figure, available at www.
jneurosci.org as supplemental material).

Regarding the regions in Figure 8 A, the LOTC (Bonda et al.,
1996; Tacoboni et al., 2001; Schmid et al., 2001; Kawawaki et al.,
2006) and the MTG (Rizzolatti et al., 1996) have been reported to
contribute to the prediction and observation of movements. Out-
put signals from forward internal models, which predict sensori-
motor feedback from efference copy of motor command, play an
important role in prediction and observation of movements of
objects and other persons (Frith et al., 2000; Blakemore and De-
cety, 2001). Thus, the LOTC and MTG likely receive output sig-
nals from forward models. The other regions in Figure 8 A (SMA/
cingulate, M1, and PMd) are related to motor control, and likely
receive output signals from inverse internal models, which calcu-
late appropriate motor commands from intended motion. If the
regions shown in Figure 8 A receive output signals from internal
models, it is reasonable that activation of these regions increases
with the number of trials after the change in rotation, and with
the degree of contribution of appropriate internal models.
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