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ABSTRACT

While generative AI is now widespread and useful in society, there are potential risks of misuse, e.g.,
unconsciously influencing cognitive processes or decision-making. Although this causes a security
problem in the cognitive domain, there has been no research about neural and computational mecha-
nisms counteracting the impact of malicious generative AI in humans. We propose DecNefGAN, a
novel framework that combines a generative adversarial system and a neural reinforcement model.
More specifically, DecNefGAN bridges human and generative AI in a closed-loop system, with
the AI creating stimuli that induce specific mental states, thus exerting external control over neural
activity. The objective of the human is the opposite, to compete and reach an orthogonal mental state.
This framework can contribute to elucidating how the human brain responds to and counteracts the
potential influence of generative AI.

Keywords Closed-loop fMRI · Decoded Neurofeedback · Human-AI Interaction · Generative AI · Generative
Adversarial Networks

1 Introduction

The last decade can be described as the era of generative AI. Bloomberg Intelligence reported that the generative AI
industry is expected to grow from 40 billion dollars in 2023 to 1.32 trillion dollars in 2032 [1]. Companies are beginning
to use generative AI in all kinds of applications, from supporting the creation of presentations to generating ideas for
projects and as a writing tool. The rapid development of generative AI has also started directly affecting our daily
lives. In August 2023, the International Labour Organization reported that generative AI is unlikely to destroy human
employment but rather lead to potential large-scale changes in the quality of work, particularly work intensity and
automation [2].

In neuroscience research, generative AI has also been hugely influential. Recent studies successfully reconstructed
natural images from recorded brain activity through Deep Neural Networks (DNN) [3-7]. This reconstruction framework
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can help visualize subjective internal representations, even accessing the content of visual illusions [8]. In parallel, a
different line of research leveraged generative AI to generate visual stimuli that enhance targeted, specific internal states
in the brain [9-10].

However, generative AI also poses potential risks. These risks are already observed in some domains, for example, there
are generative AIs intended for actual abuse (e.g., WormGPT, FraudGPT [11]), which are used to assist in cyberattacks.
These attack tools are often devised by breaking system constraints, such as by entering special prompts in normal
applications (e.g., ChatGPT, DALL-E2), and this jailbreaking can circumvent normal safeguards [12-14]. Currently,
it is still unknown if such malicious use of generative AI could also breach the cognitive domain. By impacting our
decision-making and cognitive processes in ways we may not be aware of, generative AI could potentially represent a
threat. Microsoft Copilot is an everyday example of generative AI that can potentially become a threat in our daily lives.
When performing an action such as a search, the generative AI works in the background, seemingly only optimizing
results for the user. However, potential risks exist as it can manipulate content with malicious intent. In such a
scenario, this generative AI could fabricate search results and display, for instance, images intended to manipulate
the user’s psychological states, for instance, by evoking anger, fear or even specific beliefs. Thus, by interacting with
humans using specific stimuli, generative AI can potentially modulate human cognition and possibly even the internal
representations of the human brain [10]. These possibilities should be considered as potential security risks for humans.
As described above, generative AI has already been used to activate specific representations in the brain. By exploiting
this framework, malicious actors could make it possible to control internal representations in the human brain from the
outside. This might enable new but severe breaches of individuals’ right to human integrity.

Thus, as AI becomes more widespread, it now appears important to understand how humans interact with generative
AI [15]. In particular, we believe that it is crucial to study how the brain responds and adapts to generative AI and its
hyper-realistic content. This new emerging field of research will likely develop into an important research theme at the
intersection of neuroscience, cognitive science, psychology, computer science, and cybersecurity.

Under these circumstances, there has been very little research yet bridging cybersecurity and human cognitive neuro-
science in the context of generative AI. In particular, and to the best of our knowledge, there has been no research about
the threat of generative AI to brain/cognitive functions, how humans are affected by malicious generative AI, and how
humans may counteract generative AI.

To address these issues, we propose a new, neuroscience-driven framework that combines conventional neuroimaging
and neural decoding with stimuli generation methods based on generative AI in a closed-loop fashion. This framework
builds upon previous work in real-time neuroimaging [3-8] and iterative stimulus generation that maximally activates
a target neural population [9-10]. Neural reinforcement allows one to strengthen brain activity and its associated
behaviours with rewards or establish a subconscious link between particular brain patterns and target stimuli [16]. A key
feature is that rather than measuring global brain activation in a given region, this method employs Multivoxel Pattern
Analysis (MVPA) to decode nuanced brain patterns, meaning one can access specific information content from brain
activity patterns. Our recent works using neural reinforcement successfully showed one can guide the human brain’s
internal representations to a target state [16-20]. Over multiple studies, we have shown efficacy in altering cognitive
functions, intervening to reduce fear memories, transforming confidence judgments, and manipulating preferences for
faces without the participant’s intent or awareness [17-20].

Here, we propose a novel framework by combining neural reinforcement interventions and generative AI. Through
this architecture, we can construct an "as if Generative Adversarial Networks (GANs) [21] loop" setup of humans and
generative AI. In short, the participant and AI compete against each other to achieve specific yet orthogonal goals at
the neural level. Through this structure, future experiments will be able to examine how humans can counteract the
influence of generative AI and what the underlying neural and computational mechanisms supporting this flexibility are.

2 New closed-loop fMRI framework of human and generative AI

2.1 Overall Architecture

The setup couples a human participant and generative AI in a closed loop while the participant’s brain activity is
measured with functional Magnetic Resonance Imaging (fMRI) (see Fig. 1) [22][23]. Here, we discuss the experimental
architecture and how humans can counteract manipulations by malicious generative AI, leading to elucidating the neural
and computational nature of an array of human-AI interactions.

First, the generative AI has two components, a decoder and a generator. The decoder receives patterns of brain activity
as input, reading out the participants’ current mental state. Based on the decoded information, the generator in turn
produces new content (e.g., an image) to strengthen that mental state further. The new recorded brain activity is then
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immediately fed back to the decoder for the next trial. By iterating over this process, the generative AI can converge
onto stimuli that maximally activate an individual’s internal brain representations [9-10].

Figure 1: Architecture of DecNefGAN (Decoded Neurofeedback based Generative Adversarial Networks of human and
generative AI).

2.2 Generative AI architecture for specific mental status and human counteraction

Before the procedure can be conducted, one needs to: (1) identify the specific/individualised mental states’ category for
the participant, (2) decode the specific mental states, and (3) generate AI-driven images based on the decoded mental
state. These processes are then incorporated into the closed-loop neural reinforcement architecture.

In (1), the initial process identifies specific mental states in individual participants. Given the unique ways in which
individuals may perceive the same world, people can interpret the same situation quite differently. This divergence
arises from distinct internal representations within the human brain [24][25]. Such individual differences in internal
representations imply that images to maximize specific mental states will vary from person to person. Therefore, it is
crucial to tailor the approach to each individual’s subjective experience in order to generate meaningful synthetic images.
To achieve this, we employ the Contrastive Language-Image Pre-training (CLIP) model, which uses image features and
participants’ self-reported ratings. CLIP, trained on millions of annotated images available on the internet, globally
describes the semantic concepts present in our world [26]. CLIP’s potential semantic space may serve as the gold
standard for quantifying an individual’s subjective internal representations. Concretely, participants are first presented
with images and asked to subjectively assess the extent to which specific mental states are evoked. Subsequently,
participants’ reports are mapped to the CLIP model, yielding CLIP embeddings that consist of image features and
ratings (see Fig. 2). This enables the model to learn mappings between a participant’s unique individual responses and
image latent features, thus preparing the model to maximize individual mental states rather than considering a generic
one across participants that may eventually not fit any individual well.

The second process is a "decoder construction" session, in which we train machine learning decoders that capture the
brain activity patterns associated with the target mental state(s) of interest. Here, we suggest using fMRI to collect brain
activity data to be used to train the decoders; however, other modalities would probably be good too (e.g., MEG, EEG).
Importantly, the decoder can be trained on binary labels (e.g., predicting one of two mental categories) or instead on the
"degree" of a particular mental state (e.g., ratings on a scale). By correlating the output degree of the decoded mental
states with the CLIP model, we can align the strength of specific mental states decoded from brain activity with image
features. This information will be most useful for the following step.
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The third process concerns generating a synthetic image based on the level of the decoded mental state. Here, a
generative AI can produce images using tools such as stable unCLIP [27], which is designed to invert the embeddings
of images, allowing for the generation of synthetic images conditioned on CLIP embeddings. In our framework, we
input the strength of a participant’s decoded mental state as ratings to the CLIP model. We can therefore obtain image
embeddings and generate synthetic images reflecting the intensity of the targeted mental state. Through this process, the
generative AI can produce images that (at least theoretically) should maximally enhance an individual’s target mental
state.

Figure 2: Generative process based on decoding of latent brain states. Decoding the strength of a mental state from the
brain, then associating the strength of the decoded mental state with pre-collected ratings from the participants. The
mapped strength of the identified mental state is then correlated with image features in the latent representations of
CLIP. From these latent spaces, generating images corresponding to levels of a specific mental state becomes possible.

Finally, the constructed generative AI is incorporated into a closed-loop neural reinforcement framework. As mentioned,
although AI can output images to maximize specific mental states, the participant can actively alter their own neural
activity in response to the output from generative AI. Specifically, within our framework, when generative AI decodes
a particular mental state, a human voluntarily seeks to alter their brain activity patterns so that generative AI cannot
precisely decode that mental state. This proactive adjustment by a human aims to make it challenging for generative AI
to produce visual stimuli that maximize a specific mental state. However, leveraging the participant’s altered neural
activity, generative AI may regenerate images that can still induce the desired mental state. Thus, this framework forms
a closed, functioning "as if Generative Adversarial Network (GAN)" loop between generative AI and humans.

In sum, by combining the concepts of closed-loop neurofeedback, generative AI, and GAN, we can explore the
mechanisms at play when a human and generative AI engage in mutual opposition. Using this framework, investigators
will be able to understand how a human can operate against generative AI and assess the extent to which a human can
withstand generative AI’s powerful iterative approach. In parallel, we can efficiently explore how generative AI adapts
its behaviour when encountering resistance from a human.

A previous study has suggested that individuals can effectively protect their internal representations from external
read-out by intentionally resisting decoding internal representations in the brain [28]. However, to comprehend the
inherent risks posed by fundamentally malicious generative AI and understand the mechanisms of both human and
generative AI, there is a need to elucidate the mechanisms within the confrontational dynamics of a closed-loop
interaction [29].

Through DecNefGAN, as a human confronts and counters malicious generative AI, it can reveal the potential for
resistance, as well as the adaptive strategies that may be used by generative AI to achieve its preset goals. This
understanding will form the basis for implementing appropriate safeguards in the cognitive and cybersecurity domains.
Taken together, our proposed DecNefGAN stands as a novel framework that leverages neuroscience to address
adversarial strategies against generative AI and also presents an opportunity to enhance cybersecurity measures.
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2.3 Potential issues and solutions

Two potential issues of DecNefGAN need to be considered: the machine learning decoding algorithm and the validity
of the methods for representing subjective experience. Firstly, decoding algorithms are essential to predict certain
mental states appropriately. Our framework is based on fMRI scanning of brain activity and generates visual stimuli
corresponding to the level of the decoded mental state. If the decoding result is inaccurate, the generated synthetic
images will not properly reflect the participant’s internal brain representations, and the process may diverge towards
unpredicted directions. Our previous work has shown that we can read out fear states [30] from neural activity using
our proposed CLIP-based decoder architecture; however, further research is required to determine whether decoding
can continue stably in other scenarios.

The second concern is whether subjective experiences can be objectively quantified. Existing methods for measuring
subjective experiences have been sometimes criticized for lacking consistency across different tools. In addressing this
issue, the CLIP model has been demonstrated to represent not only emotions like surprise or fear in semantic space but
also higher-level semantic concepts such as geographical, political, and religious elements [31]. This feature contributes
to quantifying results and enhancing consistency in result interpretation. Our previous research successfully used CLIP
to predict fear evaluations reported by specific participants [30]. We believe that this approach suggests the capability
of more closely representing subjective experiences.

2.4 Applications

DecNefGAN can be applied to a variety of purposes. Through the aforementioned series of processes, we can
contribute to elucidating how the human brain/cognitive function counteracts the influence of generative AI and what
mechanisms are involved in this resistance, possibly revealing important mechanisms for subjective experience to
emerge [32][33][34]. This approach has the potential to lead to safeguards against human-targeted attacks by malicious
generative AI, contributing to security in the realm of human cognitive domains (e.g. there is the potential to prevent
actions that could cause harm to our society stemming from human manipulation by malicious generative AI for mind
control). The process in our proposed framework, where generative AI repeatedly presents stimuli to humans, bears
similarity to PTSD therapeutic methods that mitigate fear by repeatedly presenting fear stimuli [35]. Leveraging this
similarity, there is potential for generative AI to play a role in PTSD treatment, as participants learn to associate new
neutral responses with the fear stimuli presented by the AI. It may also be applied to learning purposes, for example, to
facilitate the rapid acquisition of new skills.

3 Ethical challenges

Although we argue that our proposed framework helps explore neurocognitive mechanisms that counteract generative
AI, it also faces significant ethical issues.

First, DecNefGAN is based on neural reinforcement (i.e., decoded neurofeedback). Although research to date has
shown that neural reinforcement strengthens and influences internal neural representations below consciousness in a
targeted and specific manner [16-20], such neuromodulation techniques may also change brain activity in unintended
directions. In particular, DecNefGAN personalizes generative stimuli according to the participant’s internal state, and
by doing so, the generative AI could powerfully affect the individual’s brain/cognition. For instance, if generative AI
produces highly fearful categories to maximize a participant’s fear, this could cause the participant to experience intense
psychological distress.

As a countermeasure to this problem, one can use an approach that minimizes the conscious impact. To reduce the
participants’ stress, our past study has guided fear responses towards reducing fear when rewarding brain activity
patterns associated with the ventral visual stream resemble those of the fear category. As a result, we successfully
mitigated defensive responses to the fearful category without consciously accessing the feared category [20][36]. Our
past research has shown the ability to induce activity patterns of a small number of objects without actually evoking
fear, revealing a dissociation between mental state representation and consciousness. This method avoids showing the
category of the feared object directly and might be a solution to the ethical problem of consciously presenting the fear
stimuli. However, other ethical issues may arise when using generative AI and neural reinforcement technology (e.g.,
altering brain activity patterns using generative AI could lead to mind control). Traditionally, such issues have been
assessed based on individual studies’ ethical and safety reviews rooted in the Declaration of Helsinki [37]. However,
ethical guidelines for determining the appropriateness of research designs concerning emerging technologies, like
generative AI, are yet to be firmly established. In recent years, there has been a global movement to develop a framework
for neuroethics (e.g., IEEE, UNESCO, [38-39]), and some have begun to contemplate the ethics of generative AI
within the context of scientific writing and research [40-41]. Nevertheless, ethical research frameworks that combine

5



Running Title for Header

neuroscience and generative AI remain incomplete. Further theoretical research is required to elucidate and solve
ethical issues of generative AI combined with neuroscience approaches that have the power to change brain, cognitive
or behavioural states.

4 Concluding remarks

In this opinion paper, we introduced DecNefGAN, a novel framework integrating generative AI and neural decoding
with closed-loop fMRI. We discuss DecNefGAN and its application to elucidate how humans can counteract potentially
malicious, generative AI manipulations. We suggest this framework can be extended from security in the human
cognitive domain to, more broadly, the field of mental treatments in psychiatry and clinical psychology, contributing to
the emergence of a new era in human-AI interaction. Future works include verifying the effectiveness of DecNefGAN
through behavioural experiments and aim to contribute to establishing a research field related to the security of cognitive
function/brain.
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